
Analysis of performance metrics 
for data center efficiency   
– should the Power Utilization Effectiveness 
PUE still be used as the main indicator? (Part 1)

A data center is a building which houses IT hard-
ware, like computational units, network infra-
structure and data storage, next to supporting 

equipment, like cooling and power supply. What all 

these different types of equipment have in common is 
that they are all high-energy density systems. This results 
in great amounts of energy being used, but also major 
energy savings potential by improving these systems.

To halt the ever-increasing energy consumption by data centers it is important to use 
performance indicators which accurately represent this performance. The strengths and 
limitations of PUE as the key performance indicator are analyzed and suggestions are 
made to complement any limitations.

Data centers were responsible for 1.5% of global energy consumption in 2010 and this 
figure is only expected to double soon. Data centers are becoming more energy efficient, 
a trend lead by the introduction of PUE (Power Utilization Effectiveness) as a performance 
metric. PUE’s simplicity and focus on infrastructure efficiency was quickly adopted by the 
industry, but now the question is raised if PUE is still able to lead the quest for improved 
energy efficiency. PUE does not show performance regarding IT efficiency, water usage, 
heat recovery, on-site energy generation or carbon impact. This can lead to misuse of PUE 
by focusing on just improving PUE values instead of real energy use. Improving data center 
performance assessment is proposed in this paper by broadening the scope beyond PUE.
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Context

The data center industry is growing rapidly and the 
overall industry is expected to have an annual growth 
rate of over 10% until 2019 (Technavio, 2015). This 
is caused by the increase in number of chip driven 
appliances from 3 billion devices in 2010 to 15 billion 
devices in 2015 and it is expected to increase to up to 
50 billion devices by 2020 (Modoff et al., 2014).

Because of the growth of the data center industry, its 
energy consumption is rapidly increasing as well. Data 
center energy consumption accounted for between 
1.1% and 1.5% of global energy consumption and up 
to 2.2% of US energy consumption in 2010 (Koomey, 
2011). This meant a 56% increase over the period 
between 2005 and 2010 after doubling between 2000 
and 2005 (idem, 2011). The slowing of this trend has 
partially been caused by increasing energy prices leading 
to increased operational cost. Giving more incentive to 
adopt energy efficiency strategies. Another important 
reason is the economic crisis in 2008. Despite this, 
energy consumption by data centers is still predicted 
to double between 2010 and 2020 (Whitney et al., 
2014), thus requiring more focus on energy efficiency 
measures to halt this trend.

Research and Markets (2015) proposes a 30% annual 
growth rate for green data centers compared to 10% for 
the whole industry. This predicted demand for energy 
efficient data centers shows a way forward, but the ques-
tion is how to accomplish and monitor such progress.

Performance metrics
Over the last years, different performance metrics have 
been introduced to measure and compare performance 
and efficiency of data centers. These metrics can be used 
to assess individual pillars (cooling, IT, power supply) 
of the data center or the data center as a whole. This 
can relate to total energy use, water use or carbon emis-
sions, as well as subsystem efficiency like temperature 
distribution (Wang et al., 2011).

PUE: Power Utilization Effectiveness
The most widely used performance metric is PUE, 
which shows the ratio between total facility power use 
and IT equipment power use (Averal et al., 2012):

 

Therefore, the optimal value for PUE is 1.0, the 
maximum value is infinity. PUE has been developed to 
give data collection standards ‘to determine the effective-

ness of any changes made within a given data center’ 
(idem, 2012). Beyond its intended use, PUE has been 
adopted by the industry to make comparisons between 
data centers. The limited scope PUE offers can make it 
unreliable for comparison as some strategies can improve 
PUE values without reducing energy consumption. 
There is also a lack of strict measurement and reporting 
guidelines, only recommendations exist. This leads to 
publishing PUE values based on designed nominal values 
instead of part-load values measured during operation. 
(Donnely, 2015). A survey by Uptime Institute (2014) 
found that ‘a large majority (75%) of participants said 
the data center industry needs a new energy efficiency 
metric’. Which is part of the aim of this study.

The analysis presented in this paper will start by 
discussing the merits and shortcomings of PUE and 
continue by presenting other metrics to complement 
these shortcomings and try to find improved ways for 
accurately assessing data center energy performance.

Research methodology
To find a solution to the problem described above, the 
following research question has been formulated:

‘Does the broadly accepted PUE metric reflect the real 
energy performance of a data center?’

This question is answered by performing a literature review 
on PUE and other available performance indicators.

The first part of this literature review focuses on both 
the merits of the PUE metric and its limitations. The 
misuse of the metric resulting from these limitations is 
also discussed as this helps to illustrate the reason behind 
the need of complementary performance metrics.

To solve the issues raised in the first part of the literature 
review, the second part consists of a review of existing 
metrics which can be used to complement PUE, or in 
some cases could even replace PUE. An overview of 
relevant metrics and their intended purpose is provided.

PUE analysis
PUE merits
The total efficiency of a data center comes down to how 
much useful work is produced per unit of energy. But 
as different data centers perform different tasks and are 
often relying on external input, useful work is difficult 
to determine. Therefore, PUE gained popularity as it 
shows the efficiency not by quantifying useful work, 
but by showing the ratio of energy available for useful 
work and the part that is lost to overhead, also referred 
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to as the infrastructure. This lead to an industry wide 
adoption of PUE as the main performance metric after 
PUE’s introduction. As in the data center industry 
energy consumption is one of the major expenses, what 
all data centers have in common, despite their different 
specializations, is the requirement to reduce their infra-
structure energy consumption to increase efficiency.

When PUE was introduced in 2007 it provided new 
guidelines for measuring and reporting the internal 
energy flows in data centers. Industry average PUE values 
found after PUE’s introduction lay between 2.5 and 3.0 
in various studies (Foster, 2013). By using the framework 
provided by PUE average values have decreased to around 
1.7 in the last major industry survey by uptime industries 
(Stansberry, 2015). In this way, PUE has lead the first 
major industry shift towards energy efficient data centers.

For state-of-the-art large-scale internet data centers the 
PUE value has always been significantly lower and is 
close to values of 1.1 now (Google, 2016). Which means 
further improvement within the boundaries PUE provides 
is difficult. This underlines the need for other metrics to 
broaden the scope of energy efficiency assessment beyond 
PUE to further lower data center energy consumption.

PUE limits and misuse
As said, PUE has been used for comparison since its 
introduction. As the green grid (2012) states ‘the metric 

is best applied for looking at trends in an individual 
facility over time and measuring the effects of different 
design and operational decisions within a specific 
facility’. Despite the recommendation of applying PUE 
for internal use it’s understandable that it started to be 
used for comparison. If a facility reports very low PUE 
values other facilities will be interested in the ways to 
achieve this efficiency. This also lead to infrastructure 
designers ‘rating’ their system with achievable PUE 
values, but as no strict guidelines apply to the origins 
of these values it often remains unclear for which condi-
tions they were calculated and if they can be achieved 
in real life. PUE is supposed to be a tool to decrease 
the energy consumption of data centers, but decreasing 
the PUE value has become the goal itself. This leads 
to strategies where PUE doesn’t necessarily reflect real 
energy performance.

As it can be taken as a fact that PUE will be used for 
comparison, its reporting parameters should be better 
regulated. At this moment, there is a lot of flexibility 
in choosing the measurement point for a data center’s 
energy use (appendix A). As PUE was introduced for 
internal use it can be decided within a data center 
which level of monitoring is chosen. For comparison 
and marketing purposes it is obvious that you would 
like to choose the best-case scenario. Regulating this 
reporting parameters can greatly increase the reliability 
of the PUE metric.

Guidance as to which measurement points and intervals are required and recommended for each PUE 
measurement level.

* Recommended measurements are in addition to the required measurements. The additional measurement points are 
recommended to provide further insight into the energy efficiency of the infrastructure.
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The scope of PUE is limited to energy consump-
tion and as stated by The Green Grid (2012) ‘PUE 
awards no credits or percentage points for on-site 
energy generation, waste heat recovery, etcetera. While 
important, these are not the focus of the PUE metric’.  
Also, the energy source being used isn’t monitored by 
PUE. Electricity generated by PV-panels is treated the 
same as electricity from a coal plant. By including the 
ecological impact of the energy source the total energy 
impact can be better assessed.

Other forms of resource consumption fall beyond the 
scope of PUE, like water consumption by evaporative 
cooling. Especially when treated water is used for this 
purpose a significant energy impact exists. Broadening 
the scope of performance assessment to include these 
effects will increase the complexity, but will help to 
promote the circular use of resources and the use of low 
impact energy sources.

Maybe the most important issue with using PUE as 
the guiding performance metric is its disregard for IT 
equipment efficiency. As the computational power per 
watt increases per Moore’s law (Moore, 1965) the useful 
work produced per watt can double every two years, 
therefore renewing IT equipment might be one of the 
best energy efficiency strategies. ‘A typical data center’s 
PUE is likely to vary with the levels of its IT load’ 
(Green Grid, 2012). And as illustrated in Figure 1, 
PUE values are better during periods of high relative 
IT load. Figure 2 illustrates how the average IT load 
can drop when more efficient IT equipment is installed, 
causing a degradation in PUE values. This is obviously 
not a desirable effect for accuracy of performance evalu-
ation using PUE. When the cooling temperature set, 
point is increased the PUE value doesn’t accurately 
reflect real performance. This leads to a decrease of 
energy consumption by the cooling system, but an 
increase of IT equipment energy use as the server fans 
speed up. Also, the electric resistance of the IT equip-
ment increases together with IT energy consumption. 
It is obvious that the PUE value improves, but total 
energy consumption might be unchanged or could even 
increase (Hartfield, 2011). This effect is illustrated in 
Figure 3.

Performance metrics complementing 
PUE
As made clear in the previous section, to provide a 
complete assessment of energy efficiency for the data 
center industry through performance metrics, the scope 
should be widened from PUE alone. On the other 
hand, it is important to track the efficiency of separate 

parts of the data center as well. PUE performs very 
well if its limits are respected. Therefore, it is proposed 
to use complementing metrics to PUE addressing the 
previously presented issues.

Figure 3. Typical relationship between temperature set 
point, cooling load, total load and PUE (adapted from 
Hartfield 2011).

Figure 2. Relationship between efficiency and IT Load 
(adapted from Wasson 2015).

Figure 1. Relationship between PUE and IT Load with 
example from Figure 2 (adapted from Bisci 2009).
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Energy source impact: CUE

To give insight into the primary energy impact of a 
data center and related carbon emissions the Carbon 
Usage Effectiveness (CUE) metric has been selected 
to evaluate this aspect (Belady, 2010). From the same 
developers of PUE, CUE multiplies the total facility 
energy with its Carbon Emission Factor (CEF), being 
the carbon emitted per unit of energy. It is defined as:

��� � 	��� � �����	��������	������ 	��������� �	

� � ��� 

This adds information about the data center’s ecological 
footprint. If the data center has multiple energy sources, 
like a combination of grid-sourced electricity and 
on-site renewable sources, the partial contribution of 
both should be considered. Adopting the CUE metric 
will incite the industry to choose low impact energy 
sources, like on-site renewables.

On-site renewables: OEF & OEM

The CUE metric already reflects the positive impact 
on-site renewables can have on the total energy impact 
of a data center, but doesn’t provide enough insight on 
the effectiveness of these on-site renewables. To evaluate 
the energy (mis)matching the On-site Energy Fraction 
(OEF) and On-site Energy Matching metrics have been 
chosen. They are defined as:

 

 

where R(t) is the on-site generated renewable power and 
L(t) is the load power at time ‘t’. And ‘dt’ is the time-step 
of the calculation (Cao, Hasan and Sirén 2013).

Ideally, the on-site renewable generation is equal to 
the facility power, this is where the lines in Figure 4 
intersect. Area I is the amount of useable renewable 
energy, Area II is the surplus generation distributed 

back to the grid (when OEM < 1) and area III is the 
energy required from the grid (when OEF < 1).

Information obtained from the OEF and OEM 
metrics can be used to track and improve the energy 
matching. This can be done by adapting generation to 
the expected demand or adapting demand to supply, 
i.e. by saving some of the non-essential workload 
for periods with high on-site energy availability. But 
also by applying energy storage to conserve surplus 
generation.

Energy reuse: ERF

Data centers always have a heat surplus resulting from 
the conversion of electrical energy into heat within 
the IT equipment. This heat surplus can be reused in 
different ways depending on local circumstances, like 
heat demand near the data center. Though it might 
be difficult to quantify the amount of energy that is 
efficiently being reused, it does provide opportunities 
for improving energy efficiency. The metric to track 
the amount of energy reuse is the Energy Reuse Factor 
(ERF), defined as (Patterson, 2010):

 

Some data centers have already taken measures to effi-
ciently reuse waste heat by providing it to greenhouses 
or residential and commercial buildings. The best 
results have been achieved when this is done through 
an aquifer thermal storage system which helps to miti-
gate the effect of seasonal demand.

Figure 4. On-site generation vs. demand (adapted 
from Cao et al. 2013).
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Water usage: WUE

Though PUE doesn’t include water use in the total 
energy consumption, it is estimated that ‘4% of U.S. 
electricity demand is for the movement and treatment 
of water’ (EPRI, 2002). To keep track of the impact 
this has on the ecology the Water Usage Effectiveness 
(WUE) is available (Green Grid, 2011). It is defined as:

 

Alternatively, if information concerning the embodied 
energy of the water source is available it’s also conceiv-
able to add this embodied energy from the total water 
usage to the total facility energy use.

IT efficiency: ITEE & ITEU

The IT efficiency is a very important factor contrib-
uting to the total data center facility energy use, but it’s 
also a very complicated contribution. Different data 
centers have different purposes like storage, calcula-
tion and networking, or a combination. This makes 
a comparison of efficiency difficult. For every type of 
function the efficiency of all the installed equipment 
can be compared to a standardized alternative. The 
average value that is found results in the IT Equipment 
Efficiency (ITEE) metric (Green IT council, 2012), 
defined as:

 

 

With WDC,rated being the capacity of the IT equip-
ment multiplied by the standardized capacity per watt 
and PDC,rated is the rated power of the IT equipment. 
The capacity is subdivided in three categories: servers 
[GTOPS], storage [Gbyte] and networking [Gbps].

Also, important to monitor is the average IT load, as 
total energy efficiency is better for high IT utilization. 
This can be done using the IT Equipment Utilization 
(ITEU) metric (Green IT council, 2012), defined as:

Some data centers only provide the infrastructure and 
rent out floor space to customers, meaning the owners 
have no influence over the efficiency of the IT equip-
ment installed, in this case ITEE and ITEU shouldn’t 
be used to assess the data center’s efficiency.

Discussion, conclusion & further 
research
The literature review has provided sufficient informa-
tion to answer the research question:

‘Does the broadly accepted PUE metric reflect the real 
energy performance of a data center?’

The merits of PUE for improving data center energy 
efficiency are clear, but the industry has come to a 
point where further improvements can only be found 
by assessing energy performance in a broader sense. 
It is concluded that the scope of the PUE metric is 
insufficient to reflect the real energy performance of a 
data center. Subjects that PUE doesn’t touch upon, but 
should be included in energy performance assessment, 
are water usage, on-site renewable energy generation, 
energy recovery, IT equipment efficiency and carbon 
footprint. For these topics, respectively the WUE, 
OEF/OEM, ERF, ITEE & ITEU and CUE metrics 
can be used.

The literature review showed a large energy savings 
potential by using up-to-date IT equipment, as the IT 
equipment efficiency doubles each 2 years on average. A 
very important conclusion is that, at least in some cases, 
PUE values can be positively influenced by increasing 
the energy use of IT equipment as it does not track the 
actual meaningful work that’s being done by the data 
center. This can also be achieved by shifting cooling 
loads from the HVAC system to the server fans. These 
practices can be prevented by using complementary 
metrics as proposed in this paper.

Also, the importance of tracking water usage was 
shown as, for example, 4% of the U.S. national energy 
consumption is connected to water treatment and 
transport. This becomes increasingly important because 
of the increased use of evaporative cooling systems.

Further research should show to what extent the issues 
raised in this paper influence the discrepancy between 
PUE values and real energy performance. This can aid 
data center designers in their decision-making process 
on energy efficiency measures and help the data center 
industry to take another step in reducing its, still 
increasing, energy impact. 
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